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5Identification of Dynamic Data

 Usually, datasets have to be static
 Fixed set of data, no changes:

no corrections to errors, no new data being added

 But: (research) data is dynamic
 Adding new data, correcting errors, enhancing data quality, …
 Changes sometimes highly dynamic, at irregular intervals

 Current approaches
 Identifying entire data stream, without any versioning
 Using “accessed at” date
 “Artificial” versioning by identifying batches of data (e.g. 

annual), aggregating changes into releases (time-delayed!)

 Would like to identify precisely the data 
as it existed at a specific point in time



6Granularity of Subsets

 What about the granularity of data to be identified?
 Enormous amounts of CSV data 
 Researchers use specific subsets of data
 Need to identify precisely the subset used

 Current approaches
 Storing a copy of subset as used in study -> scalability
 Citing entire dataset, providing textual description of subset

-> imprecise (ambiguity)
 Storing list of record identifiers in subset -> scalability, 

not for arbitrary subsets (e.g. when not entire record selected)

 Would like to be able to identify precisely the 
subset of (dynamic) data used in a process
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 Research Data Alliance

 WG on Data Citation:
Making Dynamic Data Citeable

 March 2014 – September 2015
 Concentrating on the problems of 

large, dynamic (changing) datasets

 Final version presented Sep 2015
at P7 in Paris, France

 Endorsed September 2016
at P8 in Denver, CO

 Since: support for take-up/adoption, lessons-learned
https://www.rd-alliance.org/groups/data-citation-wg.html

RDA WG Data Citation
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We have: Data + Means-of-access (“query”)

Dynamic Data Citation: 
Cite (dynamic) data dynamically via query! 



Steps:

1. Data  versioned (history, with time-stamps)

Researcher creates working-set via some interface:

2. Access  store & assign PID to “QUERY”, enhanced with
 Time-stamping for re-execution against versioned DB
 Re-writing for normalization, unique-sort, mapping to history
 Hashing result-set: verifying identity/correctness

leading to landing page



13Data Citation – Deployment

 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

 Data (package, access API, …)

 PID (e.g. DOI)  (Query is time-stamped and stored)

 Hash value computed over the data for local storage

 Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
 Provides detailed metadata, link to parent data set, subset,…

 Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
 Query is re-executed against time-stamped and versioned DB

 Results as above are returned

 Query store aggregates data usage
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 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

 Data (package, access API, …)

 PID (e.g. DOI)  (Query is time-stamped and stored)

 Hash value computed over the data for local storage

 Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
 Provides detailed metadata, link to parent data set, subset,…

 Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
 Query is re-executed against time-stamped and versioned DB

 Results as above are returned

 Query store aggregates data usage

Note: query string provides excellent 
provenance information on the data set!

This is an important advantage over 
traditional approaches relying on, e.g. 
storing a list of identifiers/DB dump!!!

Identify which parts of the data are used.
If data changes, identify which queries 
(studies) are affected



17Data Citation – Recommendations

Preparing Data & Query Store
- R1 – Data Versioning

- R2 – Timestamping

- R3 – Query Store

When Data should be persisted
- R4 – Query Uniqueness
- R5 – Stable Sorting
- R6 – Result Set Verification
- R7 – Query Timestamping
- R8 – Query PID
- R9 – Store Query
- R10 – Citation Text

When Resolving a PID
- R11 – Landing Page

- R12 – Machine Actionability 

Upon Modifications to the 
Data Infrastructure

- R13 – Technology Migration

- R14 – Migration Verification



18Data Citation – Output

 14 Recommendations
grouped into 4 phases:

 2-page flyer
https://rd-alliance.org/recommendations-working-
group-data-citation-revision-oct-20-2015.html

 More detailed report: Bulletin of IEEE 
TCDL 2016
http://www.ieee-tcdl.org/Bulletin/v12n1/papers/IEEE-
TCDL-DC-2016_paper_1.pdf

 Adopter’s reports, webinars
https://www.rd-alliance.org/group/data-citation-
wg/webconference/webconference-data-citation-
wg.html

 Paper pre-print:
http://doi.org/10.5281/zenodo.4571616



19WGDC Webinar Series

 https://www.rd-alliance.org/group/data-citation-wg/ 
webconference/webconference-data-citation-wg.html
 Implementation of the RDA Data Citation Recommendations by Ocean 

Networks Canada (ONC)
 Implementation of the RDA Data Citation Recommendations the Earth 

Observation Data Center (EODC) for the openEO platformby
 Automatically generating citation text from queries for RDBMS and XML 

data sources
 Implementing of the RDA Data Citation Recommendations by the Climate 

Change Centre Austria (CCCA) for a repository of  NetCDF files
 Implementing the RDA Data Citation Recommendations for 

Long-Tail Research Data / CSV files
 Implementing the RDA Data Citation Recommendations in the Distributed 

Infrastructure of the Virtual and Atomic Molecular Data Center (VAMDC) 
 Implementation of Dynamic Data Citation at the 

Vermont Monitoring Cooperative
 Adoption of the RDA Data Citation of Evolving Data Recommendation to 

Electronic Health Records



20RDA Recommendations - Summary

 Benefits
 Allows identifying, retrieving and citing the precise data 

subset with minimal storage overhead by only storing the 
versioned data and the queries used for extracting it

 Allows retrieving the data both as it existed at a given point in 
time as well as the current view on it, by re-executing the same 
query with the stored or current timestamp

 It allows to cite even an empty set!

 The query stored for identifying data subsets provides valuable 
provenance data

 Query store collects information on data usage, offering a 
basis for data management decisions

 Metadata such as checksums support the verification of the 
correctness and authenticity of data sets retrieved

 The same principles work for all types of data



21Large Number of Adoptions

 Standards / Reference Guidelines / Specifications:
 Joint Declaration of Data Citation Principles: 

Principle 7: Specificity and Verifiability (https://www.force11.org/datacitation)

 ESIP:Data Citation Guidelines for Earth Science Data Vers. 2 (P14)

 ISO 690, Information and documentation - Guidelines for 
bibliographic references and citations to information resources (P13)

 EC ICT TS5 Technical Specification (pending) (P12)

 DataCite Considerations (P8)

 Reference Implementations
 MySQL/Postgres (P5, P6)

 CSV files: MySQL, Git (P5, P6, P8, Webinar)

 XML (P5)

 CKAN Data Repository (P13)

 SPARQL (P17)



22Large Number of Adoptions

 Pilot implementations, Use cases
 DEXHELPP: Social Security Records (P6)

 NERC: ARGO Global Array (P6)

 LNEC: River dam monitoring (P5)

 CLARIN: Linguistic resources, XML (P5)

 MSD: Million Song Database (P5)

 many further individual ones discussed …



23Large Number of Adoptions

 Adoptions deployed
 CBMI: Center for Biomedical Informatics, WUSTL (P8, Webinar)

 VMC: Vermont Monitoring Cooperative (P8, Webinar)

 CCCA: Climate Change Center Austria (P10/P11/P12, Webinar)

 EODC: Earth Observation Data Center (P14, Webinar)

 VAMDC: Virtual Atomic and Molecular Data Center (P8/P10/P12, 
Webinar)

 Ocean Networks Canada (P12, Webinar)

 In progress
 NICT Smart Data Platform (P10/P14)

 Dendro System (P13)

 Deep Carbon Observatory (P12)



24Adoption Stories

 Paper submitted to 
Harvard Data Science Review
 Principles

 Reference implementations

 Adoptions as Case Studies

 Lessons Learned

 Paper pre-print:
http://doi.org/10.5281/zenodo.4571616
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 Do the recommendations work for any kind of data? —
Yes, it appears so.

 Do all updates need to be versioned? — Ideally, yes. In 
practice, probably not.

 May data be deleted? — Yes with caution and 
documentation.

 What types of queries are permitted? — Any that a 
repository can support over time.

 Does the system need to store every query? — No, just 
the relevant queries. Several pilots allow the user to 
decide when a query should persist.

 Which PID system should be used? — The one that 
works best for your situation. 

What it means to adopt an FAQ (1/3)
MOU1
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MOU1 Definitely an issue that functionality can be lost in the transition to a new repository. Such has always been the case with all previous reference 
schemes.Anyone got an alternative?
Microsoft Office User, 18-Apr-21
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 When multiple distributed repositories are queried, do 
we need complex time synchronization protocols? —
No, not if the local repositories maintain time-stamps. 

 How does this support giving credit and attribution? —
By including a reference to the overall data set as well 
as the subset. 

 How does this support reproducibility and science? —
By providing a reference to the exact data used in a 
study. 

 Does this data citation imply that the underlying data is 
publicly accessible and shared? — No. 

What it means to adopt an FAQ (2/3)
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 Why should timestamps be used instead of semantic 
versioning concepts? — Because there is no standard 
mechanism for determining what constitutes a “version.”

 How complex is it to implement the recommendations? 
— It depends on the setting. 

 Why should I implement this solutions if my researchers 
are not asking for it or are not citing data? — Because 
it’s the right thing to do.

What it means to adopt an FAQ (3/3)
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 The Recommendations work!

 Non-trivial implementation but all pilots found it 
worthwhile
 Saved time and effort for users and repos

 Better provenance and accuracy

 Improved processes and documentation

 Technical challenges are solvable and pay for 
themselves over time 

 Policy issues are key 
 Versioning – See RDA group and why we rely on the timestamp

 Migration and maintenance of functionality is still not fully 
tested.

Conclusions
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 Maintaining precise identification of data can be 
cumbersome but it is essential

 Maintenance of reference schemes is almost as 
essential as maintaining the data.

 Data are worthless unless you know what they are and 
where they are. 

Take away



30Adoption Stories

 Let us know if you are (planning to) implement (part of) the 
recommendations

 Submit your adoption story to the RDA Webpage:

https://www.rd-alliance.org/recommendations-
outputs/adoption-stories
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A data citation framework for RDF* 
stores

by Filip Kovacevic, BSc

32



33Versioning RDF data - Current situation
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34Versioning RDF data - New world
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35Versioning RDF data on triple level - current situation

How to put a timestamp on 

the whole triple?

Relational databases RDF data/triple stores

Name Date of birth favorite color version 
timestamp

Max 01.01.2000 green 19.04.2021

Max 01.01.2000 blue 20.04.2021

Max Green
favorite color

How to put a timestamp on the whole triple?

20.04.2021

version
timestamp

??
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36

20.04.2021
version timestamp

Max Green
favorite color

RDF* and SPARQL* allow for nested 
triples

Versioning RDF data on triple level - solution
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Data citation is more than just versioning

37



38API service - Citation use case

38
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Live demonstration

39
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46Link to Proof of Concept (Jupyter 
Notebook)

46

 https://github.com/GreenfishK/DataCitation/blob/master/exampl
es/recommendations_walkthrough/PoC%20and%20algorithm.ip
ynb



Versioning and Data Citation

Jens Klump, Lesley Wyborn, Mingfang Wu

RDA Virtual Plenary 17
21 April 2021

Data Versioning WG



ARDC, ANU and CSIRO acknowledge 
the Traditional Owners of the land, 
sea and waters, of the area that we 
live and work on across Australia. 
We acknowledge their continuing 
connection to their culture and we 
pay our respects to their Elders past 
and present.

4823/04/2021 rd-alliance.org @resdatall | @rda_europe

Gadi artwork, NCI
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•Different content?
•Different presentation? 
•Different bit stream?

•Is the significance of a version change linked to the 
magnitude of the change in the bit stream?

•Can we use hashes to identify versions?

What is a version?
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Size doesn’t matter
•The first major split in the Christian 

church happened in the 380 CE over 
the words

ὁμοούσιον
vs.

ὁμοιούσιον

Levenshtein Distance = 1
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How the Working Group 
Came About

•We tried to implement 
the Dynamic Data 
Citation WG 
recommendations at 
the National 
Computational 
Infrastructure (NCI) in 
Canberra.

•We realised that we 
need to collect and 
analyse use cases to 
understand versioning.
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Versioning IG, WG: a Brief History

The group formed in 2016 as a BOF in Denver at P8 and has met at each plenary ever since as follows:
● P8 Denver (Sept 2016): BoF on Data Versioning 
● P9 Barcelona (April 2017): Constituting the Data Versioning IG 
● P10 Montreal (Sept 2017): Data Versioning IG, reforming as a WG 
● P11 Berlin (March 2018): Data Versioning WG first meeting
● P12 Gaborone (Nov 2018): Data Versioning WG working meeting
● P13 Philadelphia (April 2019): Data Versioning WG draft report and recommendations
● P14 Helsinki (October 2019): Data Versioning WG final report and recommendations, preparation for TAB 

adoption.
● VP15 Melbourne (March 2020): Report on TAB adoption, discuss future of WG and agreed to go for IG
● VP16 Costa Rica (November 2020): Transition to Data Versioning IG to promote adoption and work on 

emerging topics in data versioning
● VP17 Edinburgh (April 2021): Advancing Data Versioning: From Principles to Actionable Recommendations

52
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•The RDA Data Versioning Working Group collected 
39 data versioning practice use cases from 33 
organisations from around the world that cover 
different research domains, such as social and 
economic science, earth science, and molecular 
bioscience, and different data types.

•The use cases describe current practices reported by 
data providers. 

•These use case descriptions are useful in identifying 
differences in data versioning practices between 
data providers and highlighting encountered issues. 

Use Cases
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•An identified group of potential Consumers who 
should be able to understand a particular set of 
information. The Designated Community may be 
composed of multiple user communities. A 
Designated Community is defined by the Archive 
and this definition may change over time. 

•Open Archival Information Systems (OAIS, CCSDS, 
2012 page 1–11)

Designated User Community
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•Version Control (Revision)
•Identify each change (revision), e.g. dynamic data 

versioning
•Data Production (Release)

•Communicate the significance of the change, e.g. 
Semantic Versioning

•Objects and Collections (Granularity )
•Identify collections of objects, time series, aggregates

•Formats (Manifestation)
•Identify different formats of the same work

•Derived Products (Provenance)
•Information about how this object was derived from a 

precursor object

The Principles
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Reusing FRBR and Software 
Versioning  

• We used the Functional Requirements for 
Bibliographic Records (FRBR) to provide a 
conceptual framework 

• The International Federation of Library 
Associations and Institutions (IFLA) developed 
FRBR to describe how information resources 
relate to each other

• We also used fundamentals of software 
versioning

56



rd-alliance.org @resdatall | @rda_europe21 April 2021

The importance of mapping the Full-path of data

57

NASA Processing levels

L0 = Reconstructed, unprocessed 
instrument data at full 
resolution

L1 = L0 data time-referenced, 
annotated & processed to 
sensor units

L2 = Derived geophysical variables 
at the same resolution 

L3 = Variables mapped onto 
uniform space-time grid 
scales

L4 = Model outputs or results 
from analyses of lower level 
data

https://earthdata.nasa.gov/collaborate/open-data-
services-and-software/data-information-policy/data-
levels
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Data Science Journal 
Paper: March 2021

• Used concepts from software versioning as well as  the 
Functional Requirements for Bibliographic Records (FRBR) as a 
conceptual framework  

• Developed 6 foundational principles: 
1. Revision
2. Release
3. Granularity
4. Manifestation
5. Provenance
6. Citation.

• Introduced the concept of the ‘Full Path of data’

• Note: nowadays it is very rare for research to be based on a 
single dataset collected in one campaign

• doi:10.5334/dsj-2021-012

58
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The two critical needs for versioning 

Reproducibility
• Reproducibility relies on the precise identification of the actual extract of the data used in a 

research project
• Failing to do so reduces the reproducibility of research results. 

Authority, Identity and Ethics
• Unambiguous identification of datasets enables identification of authority and identity as well as 

ethical sharing of data
• Ambiguous identification impacts researchers, funders and data centres who are unable to gain 

recognition and credit for their contributions to the collection, creation, curation and publication 
of individual datasets.

59
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Thank you!

• RDA Data Versioning WG 
co-chairs and co-authors:
• Lesley Wyborn (ANU)
• Mingfang Wu (ARDC)
• Julia Martin (ARDC)
• Ari Asmi (Univ. Helsinki)
• Robert Downs (Columbia U.)

60

• Thank you!
• Contributors of use cases
• RDA TAB Liaisons
• ARDC and Gerry Ryder
• Reviewers
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Thanks!
And hope to see you at the 

next meeting

of the

WGDC


