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Identification of Dynamic Data 5

= Usually, datasets have to be static

» Fixed set of data, no changes:
no corrections to errors, no new data being added

= But: (research) data is dynamic
= Adding new data, correcting errors, enhancing data quality, ...
= Changes sometimes highly dynamic, at irregular intervals

= Current approaches

» |dentifying entire data stream, without any versioning
= Using “accessed at” date

= “Artificial” versioning by identifying batches of data (e.g.
annual), aggregating changes into releases (time-delayed!)

research data sharing without barriers 5
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Granularity of Subsets

= What about the granularity of data to be identified?
= Enormous amounts of CSV data
» Researchers use specific subsets of data
*= Need to identify precisely the subset used

= Current approaches
= Storing a copy of subset as used in study -> scalability

= Citing entire dataset, providing textual description of subset
-> imprecise (ambiguity)

= Storing list of record identifiers in subset -> scalability,
not for arbitrary subsets (e.g. when not entire record selected)

research data sharing without barriers @ g
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RDA WG Data Citation RDAES

Research Data Alliance —
WG on Data Citation:
Making Dynamic Data Citeable -
March 2014 — September 2015 e

= Concentrating on the problems of o .

large, dynamic (changing) datasets

Final version presented Sep 2015
at P7 in Paris, France

Endorsed September 2016
at P8 in Denver, CO

Since: support for take-up/adoption, lessons-learned
https://www.rd-alliance.org/groups/data-citation-wg.html

research data sharing without barriers m )
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Dynamic Data Citation G]ED )

ALLIANCE

We have: Data + Means-of-access (“query”)
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Dynamic Data Citation RDAES

We have: Data + Means-of-access (“query”)

Dynamic Data Citation:
Cite (dynamic) data dynamically via query!
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Dynamic Data Citation RDAES

We have: Data + Means-of-access (“query”)

Dynamic Data Citation:
Cite (dynamic) data dynamically via query!

Steps:
1. Data > versioned (history, with time-stamps)
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Dynamic Data Citation RDAES

We have: Data + Means-of-access (“query”)

Dynamic Data Citation:
Cite (dynamic) data dynamically via query!

Steps:
1. Data > versioned (history, with time-stamps)

Researcher creates working-set via some interface:
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Dynamic Data Citation RDAES

We have: Data + Means-of-access (“query”)

Dynamic Data Citation:
Cite (dynamic) data dynamically via query!

Steps:
1. Data > versioned (history, with time-stamps)

Researcher creates working-set via some interface:

2. Access > store & assign PID to “QUERY”, enhanced with
— Time-stamping for re-execution against versioned DB
— Re-writing for normalization, unique-sort, mapping to history
— Hashing result-set: verifying identity/correctness
leading to landing page

research data sharing without barriers @ )
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Data Citation — Deployment

Researcher uses workbench to identify subset of data

Upon executing selection (,download”) user gets

— Data (package, access API, ...)

— PID (e.g. DOI) (Query is time-stamped and stored)

— Hash value computed over the data for local storage

— Recommended citation text (e.g. BibTeX)

PID resolves to landing page

— Provides detailed metadata, link to parent data set, subset,...
— Option to retrieve original data OR current version OR changes
Upon activating PID associated with a data citation

— Query is re-executed against time-stamped and versioned DB
— Results as above are returned

Query store aggregates data usage

research data sharing without barriers @ )
rd-alliance.org RESEARCH DATA ALLIANCE
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Data Citation — Deployment

Note: query string provides excellent
provenance information on the data set!

Ibset of data

er gets

— Data (package, accg 5 API, ...)

— PID (e.g. DOI) (Queg |is time-stamped and stored)
— Hash value computg over the data for local storage

— Recommended citat| p text (e.g. BibTeX)
PID resolves to lan page

— Provides detailed metadata, link to parent data set, subset,...
— Option to retrieve original data OR current version OR changes

Upon activating PID associated with a data citation
— Query is re-executed against time-stamped and versioned DB

— Results as above are returned
Query store aggregates data usage
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Data Citation — Deployment “

Note: query string provides excellent  |bset of data
provenance information on the data set! |g gets

- Data (pad Ths is an important advantage over
- PID (€.9- | traditional approaches relying on, e.g.

- Hashvalt gt6ring a list of identifiers/DB dump!!!
- Recomm‘ TTUCU LUItdadl I TOAL \G. TN 1 U/\/

PID resolves to lan page

— Provides detailed metadata, li parent data set, subset,...

— Option to retrieve original data current version OR changes
Upon activating PID associated with a data citation

— Query is re-executed against time-stamped and versioned DB
— Results as above are returned

Query store aggregates data usage
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Data Citation — Deployment

Note: query string provides excellent  |bset of data
provenance information on the data set! |g gets

— Data (pad Tjs js an important advantage over
- PID(e.9. 1 traditional approaches relying on, e.g.

- Hashvalt gt6ring a list of identifiers/DB dump!!!
- Recomm‘ TTUCU LUItdadl I TOAL \G.b TN 1 U/\/

PID resplves Identify which parts of the data are used.
— Provides detl |f data changes, identify which queries

— Option torell st djes) are affected
Upon activatit T d adtd Crator

— Query is re-executed against time-st nped and versioned DB
— Results as above are returned

Query store aggregates data usage

research data sharing without barriers @ )
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Data Citation — Recommendations "

P O

reparing Data & Query Store
- R1 - Data Versioning
- R2 - Timestamping

\_ - R3 — Query Store -

research data sharing without barriers @ 9
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Data Citation — Output ‘

14 Recommendations

grouped into 4 phases:

2-page flyer
https://rd-alliance.org/recommendations-working-
qgroup-data-citation-revision-oct-20-2015.html

More detailed report: Bulletin of IEEE

TCDL 2016

http://lwww.ieee-tcdl.org/Bulletin/vi2n1/papers/IEEE-
TCDL-DC-2016 paper 1.pdf

Adopter’s presentations, webinars

and reports e

https://www.rd-alliance.orqg/qgroup/data-citation-
wg/webconference/webconference-data-citation-

wg.html

@>

RESEARCH DATA ALLIANCE
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https://rd-alliance.org/recommendations-working-group-data-citation-revision-oct-20-2015.html
http://www.ieee-tcdl.org/Bulletin/v12n1/papers/IEEE-TCDL-DC-2016_paper_1.pdf
https://www.rd-alliance.org/group/data-citation-wg/webconference/webconference-data-citation-wg.html

WGDC Webinar Series "

= https://www.rd-alliance.org/group/data-citation-waq/

webconference/webconference-data-citation-wqg.htmi

Implementation of the RDA Data Citation Recommendations by the
Earth Observation Data Center (EODC) for the openEO platform
Wed, Nov 20 2019, 17:00 CET

Automatically generating citation text from queries for RDBMS and XML
data sources

Implementing of the RDA Data Citation Recommendations by the Climate
Change Centre Austria (CCCA) for a repository of NetCDF files

Implementing the RDA Data Citation Recommendations for
Long-Tail Research Data / CSV files

Implementing the RDA Data Citation Recommendations in the Distributed
Infrastructure of the Virtual and Atomic Molecular Data Center (VAMDC)

Implementation of Dynamic Data Citation at the
Vermont Monitoring Cooperative

Adoption of the RDA Data Citation of Evolving Data Recommendation to
Electronic Health Records

research data sharing without barriers @
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https://www.rd-alliance.org/group/data-citation-wg/webconference/webconference-data-citation-wg.html

RDA Recommendations - Summary

= Benefits

research data sharing without barriers
rd-alliance.org

Allows identifying, retrieving and citing the precise data
subset with minimal storage overhead by only storing the
versioned data and the queries used for extracting it

Allows retrieving the data both as it existed at a given point in
time as well as the current view on it, by re-executing the same
query with the stored or current timestamp

It allows to cite even an empty set!

The query stored for identifying data subsets provides valuable
provenance data

Query store collects information on data usage, offering a
basis for data management decisions

Metadata such as checksums support the verification of the
correctness and authenticity of data sets retrieved

The same principles work for all types of data

(RDAZE

SEARCH DATA ALLIANCE

20



Agenda

16:30 Introduction, Welcome

16:40 Short description of the WG recommendations
17:00 Reports by adopters / pilots

17:50 Paper on adoption stories

17:55 Other issues, next steps

research data sharing without barriers @ )
rd-alliance.org RESEARCH DATA ALLIANCE

21



Large Number of Adoptions .

= Standards / Reference Guidelines / Specifications:

= Joint Declaration of Data Citation Principles:
Principle 7: Specificity and Verifiability (https://www.force11.org/datacitation)

= ESIP:Data Citation Guidelines for Earth Science Data Vers. 2 (P14)

= |[SO 690, Information and documentation - Guidelines for
bibliographic references and citations to information resources (P13)

= EC ICT TS5 Technical Specification (pending) (P12)
= DataCite Considerations (P8)

= Reference Implementations
= MySQL/Postgres (P5, P6)
= CSV files: MySQL, Git (P5, P6, P8, Webinar)
= XML (P5)
= CKAN Data Repository (P13)

research data sharing without barriers @ )
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https://www.force11.org/datacitation

Large Number of Adoptions

* Pilot implementations, Use cases
= DEXHELPP: Social Security Records (P6)
= NERC: ARGO Global Array (P6)
= LNEC: River dam monitoring (P5)
= CLARIN: Linguistic resources, XML (P5)
= MSD: Million Song Database (P5)
= many further individual ones discussed ...

research data sharing without barriers
rd-alliance.org

@

{ESEARCH DATA ALLIANCE
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Large Number of Adoptions

= Adoptions deployed
= CBMI: Center for Biomedical Informatics, WUSTL (P8, Webinar)
= VMC: Vermont Monitoring Cooperative (P8, Webinar)
= CCCA: Climate Change Center Austria (P10/P11/P12, Webinar)
= EODC: Earth Observation Data Center (P14, Webinar)
= VAMDC: Virtual Atomic and Molecular Data Center (P8/P10/P12,
Webinar)
* |In progress
= NICT Smart Data Platform (P10/P14)
= Dendro System (P13)
»= Ocean Networks Canada (P12)
= Deep Carbon Observatory (P12)

research data sharing without barriers @ )
ld-alliance.org RESEARCH DATA ALLIANCE
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RDA WGDC Recommendations in
ESIP Guidelines

Mark Parsons
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ESIP: Data Citation Guidelines for
Earth Science Data Version 2

Official version available:
https://doi.org/10.6084/m9.figshare.844181 6

Data Citation Guidelines for Earth Science Data
Version 2

The Federation of Earth Science Information Partners
Suggested Cltation: Fostering connections to make data matter

ESIF Dala Miegarnvation and Stewardship Commimas. 2019 Data Ceation Guldsiloss fo
Carth Spvvce Cana. e 2. Carth Soonos informeton Paners piips i oog!
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LB e 4L Dynamic and Micro-citation
Table of Contents This may be the most challenging aspect of data citation. It is necessarny to enable “micro-
Bkl £l 2 citation” or the ability to refer to the specific data used—the exact files, granules, records, etc
Reubstid CSIP Dot & q
Irfrdurfinn 7
Latahnn Condant El
Tmnnaey k5
Niedals on Coma Concagis 4
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Acrass Dabe and Tima B
Mﬁiﬂxﬂ Cursiderlion --E from a particular version. Scientifically, this is to anabba reproducibility by providing a precise
Bl Pl B R reference 1o the data used It may, however, impact the credil or attnbution functions of a
Dt WEhin 8 Langer Work [ citation. Different subsets of a larger collection may have been created by different peopla. As
Crtizamiv: zrnd o ciasrion B discussed in Data Withan a | arger Work, mechanisms for crediting at finer granularity are still
YRESIINING i besing deved
T 10 ng Oped
T o 5 Mechanisms for referencing and providing access fo precise subsets of data are more
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;‘:E‘I‘I';'lrl_w - 1': version of the data used. We recommend that repositories implement the Research Data
Akmowctigoments 1 Alliance (RDA) Recommendation on Scalable Dynamic Data Citation, which provides a PID for
Hilbngrphy 12 a particular query

Appendix Mapping of Cors Clalion Concapts W Commen MWetedels Diakls, 15
We recognize, however, that not all reposifores have the ability to implament the RDA

. . ’ Recommeandation so other approachas that can work reasonably well, at lesast for human
research data sharing without barriers interpretation, may be used.
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ESIP: Data Citation Guidelines for

Earth Science Data Version 2
Official version available:
https://doi.org/10.6084/m9.figshare.8441816
Data Citation Guidelines for Earth Science Data ‘ 7 | P

S Dﬂlﬁ r"'(-‘i-:'l“.'!l'l'.ll 'It5|$ ﬁrhll[ll: mimimess. F018. Dty Coalion Glokioes M
roa Larin Soemm infoemation Pantners |.|.'g ol

Mumamie and Mirra_citatan

Mechanlsms for referencmg and providing access to precise
subsets of data are more established. Ideally, the repository
should provide a PID that resolves to the precise subset and
version of the data used. We recommend that repositories
implement the Research Data Alliance (RDA)
Recommendation on Scalable Dynamic Data Citation, which  ~

#C

L] L] As
provides a PID for a particular query.
et e s Mechanismis for referencing and providing access fo precise subsets of data are more

Larkdiy Puges.... (£ established. Ideally, the reposidory should provide a PID thal resolves (o the precise subsel and
r,l':LT““'M 1': version of the data used. We recommend that repositories implement the Research Data
Aesreutegements i ik Alliance (RDA) Recommendation on Scalable Dynamic Data Citation, which provides a PID for
Hilibograpiy 15 a particular query
PJ.N . MWapping of Cone Clation Conceods b Cormmon Metadals Dipksdls, 15

We recognize, however, that not all reposiforiaes have the ability to implement tha RDA
g . ’ Recommandation so other approachas that can work reasonably well, at keast for human
research data sharing without barriers nlerpretation, may be used.
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Designing Dynamic Data Citation for
Data Provenance on Smart Data Platform

Koji Zettsu, Yasuhiro Murayama
National Institute of Information and Communications Technology
NETET
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Designing Dynamic Data Citation for
Data Provenance on
Smart Data Platform

Koji Zettsu, Yasuhiro Murayama

National Institute of Information and Communications
Technology
(NICT), Japan

RDA Plenary 14
October 23, 2019
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NC,§7? History

Sep. 2013

Sep. 2013

Nov. 2014

Oct. 2016

Apr. 2017

Sep. 2017

Oct. 2017

Apr. 2018

Mar. 2019

2019/10/23

Contributed article in “out of cite, out of mind”
(Data Science Journal 12(13)) published by CODATA-ICSTI Task
Group on Data Citation Standards and Parities

[RDA-P2] Started discussion with A. Rauber (RDA Data Citation
WG chair)

Research presentation at SciDataCon 2014 (New Delhi):
“Mining Data Citation for Usage Analysis of Open Science
Data”

RDA Data Citation WG recommendation published
(DOI: http://dx.doi.org/10.15497/RDA00016)

[RDA-P9] Kick-off presentation of Japanese adoption (dynamic
data citation) at RDA Data Citation WG

[RDA-P10] Interim report talk of the dynamic data citation
work

Research presentation at CODATA 2017 (St. Petersburg) : “A
Data Citation System Framework for Identification of Evolving
Data”

Start present work data provenance for a Smart Data Platform
in NICT Real Space Information Analysis project

[RDA-P13] Preliminary report at RDA Data Citation WG

(C) NICT

Static
data citation

Dynamic
data citation

Data
for

ance
ata
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NC[ET) Background: Super Smart Society (& a1 oars awaurcs Lasoneron

® High degree of convergence between cyberspace (virtual space) and
physical space (real space) through loT

® Interdisciplinary data collaboration for complex problem solving in smart
societies

® Data-driven Al with Smart Data
* |oT big data collected and processed to be turned into ‘actionable information’
* Fairness, Accountability, Transparency in Machine Learning (FAT/ML)

Society 5.0 (Cabinet Office of Japan) EU Digital Single Market
. . . H ‘al
Current information society (4.0) Society 5.0 lEg
- ¢ | services —
| Cyberspace ] s N e " v | forward.eu
. a { - ' 4 b .I. 1~ l-“
et - iz exemplary end users plary se provid
Cloud - . Big Data
e P el - @ B © O
Artificial §
s Phormacy =
' Intelligence e | © 5 Caeny Gty S e
Tyt g (| Bﬂmpany@@ (—[—_j nkact Point.
Person access, and retrieve and [ | v Q@ Q@ om0
analyze the information. e-Delivery
'm"u.‘?::mw Country A Country B
— m i () -, )
| AE %ﬁ | = & ST
878 =y, - o
/ b/ T / foverr Sy o (¢ % J
Apersonsearches  Apersonanalyze  Robots produce o _// @ e-Health @ e-Justice @ e-Procurement e-Business Life
by navigation Information under control sru;domnu- Al propose b person o [ I L & usecase Cycle usecase
RS Physicai space R  CTErTE® S
Source: EU Digital Single Market,
Source: https://www8.cao.go.jp/cstp/english/society5_0/index.html https://en.wikipedia.org/wiki/DigitaI_Single_Market#/media/FiIe:E—SENS_architecture.jp:g1

2019/10/23 (C) NICT



Nﬁ NICT xData Platform

6 BIG DATA ANALYTICS LABORATORY

-----Sensing data ---

» Weather (DIAS,
PANDA, etc.)

« Atmosphere (AEROS,
etc.)

 Traffic (ITARDA,
JARTIC, etc.)

» Probe car

» Healthcare (medical
recept, wearable
sensor, etc.)

« SNS (Twitter)

2019/10/23

-

——————————

Data
Loader

API

e

_________

Association

Associative
Prediction API

Map
Creation API

Mining API

1 (S

3 1

vent data (common format)

Route
search
API

Alert
API

11 domains-24 kinds-13.3 billion records-13.8TB (as of Jan. 2019)

NICT Integrated Testbed

DB serversx8, Storage serversx 2,
Analysis serverx10, Cluster serverx36

® Smart sustainable mobility

Feedback

® Smart environmental healthcare

32
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NCI//CT’ Provenance for Smart Data Derivation on xData Platform

® Generate data provenance graph based on APl logging and dataset
versioning

® Revise datasets and/or APl parameters by “back-tracking” a data
provenance graph

® A workbench tool for supporting trial-and-error revision work
* Browsing and backtracking a data provenance graph

* Revision control of datasets

[Example of Smart Environmental Healthcare]

(Atmosphere) v1.0
(AQI +) v1.0
(Participatory
sensing) vio [
al
<revise>
\V4
v1il
2019/10/23

Event dataset

Association
mining API

Param set A

<backtrack>

A\ 4

(key:

ocation, associatic

nrule)

Associative dataset Associative Prediction
(training data) prediction AP result data <Ground truth>
v10 Param set X > vio | ST
<backtrack>
(key: location) <incorrect>
<corrgct>
vil » vi.l

Y
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NCI/tT) Basic Concepts
® Workflow provenance at the level of function boundaries

* Nodes: arbitrary functions with some input, output, and parameters
* Edges: dataflow or control flow between these functions

® Retrospective
* Tracing a workflow execution for obtaining function calls and data

resources accessed/generated
* Programming library for provenance capture: begin/end/commit and

process
® Evolutional
* Keep track of changes made between different versions of data by the

dynamic data citation dDC
» Alleviates rapid iterations on various data, parameters, and workflow

manipulations

® \W3C PROV-based provenance graph
* ‘Entity’ > table/view, ‘Activity’ - processes
* Prov)JS library for visualization of a provenance graph

34
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NCIET Example of Data Provenance

SELECT provenance.begin(); | _______________

SELECT provenance.process(
'SELECT create_transaction(

{ }

1

l

1
C)
' [/ddc:xrain_contour’, ‘ddc:jartic'], -- in
| 'ddc:transaction’ -- out

SELECT provenance.process(

'SELECT extract_rules(

1

|

|
o }
L),

|

: ['ddc:transaction', ‘ddc:items', ‘ddc:patterns'], -- in
i 'ddc:rules' -- out

'SELECT provenance.process(

'SELECT create_riskmap(
{ }

['ddc:rules', ‘ddc:xrain_contour'], -- in
'ddc:riskmap' -- out

),

{ }

['ddc:rules', ‘ddc:xrain_contour'], -- in
'ddc:riskmap' -- out

SELECT provenance.commit();
SELECT provenance.end();

_______________________________________

___________________

2019/10/23

ddc:xrain_co

—

"create_trfnsaction"

ddc:transacti
on_t1

1
I
I
I
I
I
I
I
"1
I
I
I
I
I
I
I
I
I
|

1

1 o
ntour ddc:jartic :

v i

1

1

view View:

1

ddc:xrain_co o |
ntour_t1 ddc:jartic_t1 i

view

ddc:xrain_co
ntour_t3

1
1
| .
| view
1
| ddc:xrain_co
I ntour_t4
1
|
1
: “create_riskma
1
1
1
| ddc:riskmap
1

_t4

(C) NICT

ddc:items ddc:patterns
v v
copy copy
ddc:items_t ddc:patterns

“extract_rules”

ddc:rules_t2

User-provided
dataset

Growing
dataset

Persisted
dataset

Functions

Note: Table suffixes suchas ¢/, 2,
... are strings that represent date
and time.
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6 BIG DATA ANALYTICS LABORATORY

NC/§7? Provenance Capture Mechanism

Program Transaction log
(SQL script)
"""""""""""""" 'Create log
provenance.begin() ----- iy

iRecc
provenance.process(func):——

1 Rect
provena nce.process(func)i—»

) 1
'R - ic oita

citation (d

D

Dataset
(table)

-=o

-

provenance.commit() -------f-------------- > Provenance
' Preserve log | hi
| 7 08 archiIVe ., erate
provenance.end() ---1--- > Q
Deilete log
Runtime (DBMS)
2019/10/23 (C) NICT

Provenance graph

36



N(I//CT’ Step-by-Step Example of Provenance Capture

6 BIG DATA ANALYTICS LABORATORY

dDC directory
(1) Resolve dDC to table (dDC1, table1*)
T > |.(dDC2, table2) __
| (dDClV tablelv) E Provenance
: -(dDC3 table3) ! .
| I E e log archive
Program ! Transaction log L
o > > -
! provenance.process( ! ,
| func, dDCLin, doC2in, | (6) Replace Jine o
| I_fd[)l_é—g—_(—)_b—i—,)————:— | table to dDC dDC2:in, dDC3:out
E B E E 7 w
| (2) Creaté a VIEW of
 growing fablel* .
R R T T im------ > | tablel* @ tablelv [* (5) ASSIgn dDC to new
| | | " table/view
: (3) Read input tablelv and 2 !
i | 1 table2 | '
| (4) Create output table3
! : > | table3 [*~"""7 " '
' Provenance.commit() i
2019/10/23 (C) NICT 37



NCI//CT’ Issues on Dynamic Data Citation for Data Provenance (1)

® Reproducibility: Ensure access to the datasets for a specific
transaction

* Create a VIEW (query) of a growing dataset at the transaction time (e.g., sensor
data archive)

* Assign a data citation to a dataset/view on transaction
* Ensure uniqueness of a data citation at the level of runtime environment

Citation text : “ddc: <table name>_<timestamp>"

(omit <timestamp> for growing table)

ddc: xrain_contour

t

ddc: xrain_contour 201910140946.215344

Xrain_contour CREATE VIEW provenance.f362aee8 as
| SELECT *FROM xrain_contour
WHERE datetime <=t ;

t3 ddc: xrain_ contour 201910160952.876604

CREATE VIEW provenance.43bd2c64 as
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’ SELECT * FROM xrain_contour
[ 5 WHERE datetime <= t,;

2019/10/23 Vo (C) NICT
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NCI//CT’ Issues on Dynamic Data Citation for Data Provenance (2)

® Trace change of datasets in a provenance graph

* Create a new revision of data citation for (automatic) overwrite/append
to an existing dataset by a different transaction

* Create a branch of data citation for (manual) derivation of an existing
dataset/view

* Manage a cited dataset/view in a secure dataspace protected from
unproven (casual) changes

ddc: rules_201910161027.338316

func overer append
branch|(copy + modify)

ddc:rules 201910161030.403587 ddc: rules _201910161027.338316
~20191016111000.419246

2019/10/23 (C) NICT



NCI//CT’ Issues on Dynamic Data Citation for Data Provenance (3)

® Usage analysis: Retrieve provenance subgraphs for a specific
data citation
* Associate a node of provenance graph with a data citation

* Abstract a provenance graph for a same data citation (e.g., node
merging)

* Detect ‘orphan’ citations (not referred from any transaction) for
garbage collection

® Persistency: Standard format of dynamic data citation with
globally unique ID

2019/10/23 (C) NICT
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® Performance improvement
* Reduction of runtime overhead for provenance capture
* Focus + context view for a large provenance graph
* VIEW materialization: reproducibility vs. storage

® Provenance graph operations

® Programming language support for provenance library
e SQL, Python

® Technical report & use case summary
* RDA Data Citation WG
* Cross Data Collaboration Project, Smart loT Acceleration Forum Japan

2019/10/23 (C) NICT 41
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Designing a Framework Gaining

Repeatability for the openEO Platform

Bernhard Gollwein, Tomasz Miksa, Andreas Rauber, Wolfgang Wagner
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Introduction

Scientist
using EO client

Job

Result

Input data
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Situation: Earth Observa

. Diverse set of data provider Q by SIN EL‘LLHE

. Processing happens at the data provider

. Backends provide data from similar sources e.g. ESA/’

openEO provides a standardized API to access

multiple backends 9
m Google Earth Engine

-open
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Problem #1 — backend is a black box

piatistheseur

‘ ’I ' \ /]—[\\
N N\
\ i / \\
\ \ | |
) / \\ /
J J // : /
/ g \\J—l/

Back end Input data

Scientist
using EO client | 5

Result
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Problem #2 —input data identification

[I—Iothoidentify data used? ’

N\ N\
N N\
\ N
N\ >
> /
, 0 4
/ /
/ /

Scientist

Back end Input data
using EO client

//\
>
<

/
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Problem #2: Input data changed

Query arguments

* Temporal extent: Date range of interest e.g. May of 2018

* Spatial extent: Geographic area of interest e.g. rectangle over Los Angeles
e Spectral bands: Bands of interest e.g. near infra red

Query result
* Subset of the backends satellite data storage
* Input data is usually big, since dimensions have not been reduced yet
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Problem #3

Scientist
using EO client

N\
\
\
\
\
>
/
/
/
/

Job

Back end
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N\ /
\ /

N\ Y
\ <

/ \
/ \
/
/
/

\\\\ J—l///

Input data

How to reproduce?
- what data was used?

Result

- which software was used in processing?

Another scientist
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Document relevant software involved in processing, e.g. GDAL

NOT enable to restore previous versions of the backend

Back end

Enable identification of CHANGING data without making copies
of subsets

Provide easy way to cite and re-use input data

Comparable - Enable to identify whether differences come from
data / environment or a real scientific phenomena




Methodology

. RDA — Research Data Alliance

- Recommendations on data identification including ‘m )
citation and retrieval of data that existed at a certain

point of time. - L
EUROPE

[DOI: 10.15497/RDA00016]

. VFramework and Context Model

— Automatically document execution environments and
enable their comparison.

[DOI:10.1016/j.jbi.2016.10.011]

. OpenEO Project

— Common EO interface enabling interoperability of EO
backends. Allows researchers to run the same code
on different backends.

[DOI:10.5281/zen0d0.1065474]
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RDA - Data Identification m
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RDA - Data Identification @
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RDA - Data Identification @3

RESEARCH DATA ALLIANCE
EUROPE
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'I Back end Data Infrastructure |
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- Versioning
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S Hash of Result
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PID Storage Timestamp
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Solution - Data Identification

+ Query Table
+ QuerylJob Table

_—
— mmm mmm wms

Hash of filelist

‘
\_

Query execution timestamp

<

N

PostGreSQL Server

PostGIS Plugin

7
/

|

—-—

7/

\
\
!

/

/M Versioning:
File Path
M Timestamping:
Creation

Timestamp
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Solution — Example Query

<?xml version="1.0"
<csw:GetRecords xmlns:csw="http: www.opengis.net/cat/csw/apiso/1.0" xmlns:gmd="http://www.isotc21].0rg/2005/gmd"

1 ="http: //www.opengis.net " xmlns:ogo="http://www.opengis.net/oge" xmlns:xsi="http://www.w3.org/2001 /Ml Schema-instance" ce="CSHW"
"2.0.2" resultType="results" startPosition="1" maxBecords="1000" outputFormat="application/json" outputSchema="http://www.isotc211.org/2005/gmd"
http://schemas.opengis.net/csw/2.0.2/CSW-discovery.xsd">

encoding="UTF-8" 7>
www .opengis.net/cat/csw/2.0.

" xmlins:apisc="http:

SE

version

xsi:schemalocation="http:

www.opengis.net/cat/csw/2.0.2

<cswW:Query typelames="csw:iRecord":>
<cswi:ElementSetName>full</csw:ElementSetName>
<csw:Constraint version="1.1.0">
<ogciFilter:
<ogo And>
<ogciPropercyIsEqualTo
<ogc:PropertyNamerapiso: ParentIdentifier</ogc: Propertylame>
{ogc:Literal}SQa_prd_msillc{fogc:Literal}
<fogc:PropertyIsEqualTo>
<ogoiPropertylsGreaterThanOrEqualTos L

<0gc:Propertyﬂame}apiso:TempExtent_peginifogc:PropertyName}
<ogciliteral>2017-05-01T0O0:00:002Z</oge:Literals
<fogec:PropertylsGreaterThanOrEgqualTo>
<oge:PropertylslessThanCrEqualTos
<ogc:Propertyﬂame)apiso:TempExtent_gndﬁfogc:Propertyﬂame)
<ogo:Literal>2017-05-31T23:59:59Z</ogo:Literal>
</ogc:PropertylslessThanOrEquallos
<ogeo: BBOX>
<ogo: Propertylilame>ows : BoundingBox</ogo: Propertylame>
<gml:Envelope>
<gml:lowerCorner>46.905246 10.288696</gml: lowerCornexrs
<gml:upperCorner>45.935871 12.189331</gml:upperCornexrs
</gml:Envelopes
</ogc: BBOX>
<ogc:PropertylslessThanCrEqualTo>
<ogc:PropertyName>apiso:Modified</ogc: PropercyNames
<ogc:Literal>2019-03-31 17:36:43.064445</ogc:Literals
</ogc:PropertyIslessThanOrEqualTox»
<fogc:And>
<fogc:Filter>»
</csw:Constraint>
<ogc: SortBy>
<ogc: SortProperty>
<oge: Propercylame>de:date</ogc: Fropercyllame>
<ogc: SortOrder>ASC</oge: SorcOrder>

</ogc:SortProperty>
</ogc:SortBy>
</csw:Query>
</csw:GetRecords>

{

"left"

BN :

{top”:

>

"filter bbox":

"right": €

'EPSG:32632" .

“flltér_daterange": {
"from": "2018-01-01",
[to”: "2018-01-08"

Unique Query

“product_io”: "sla_csar_grdh_iw"
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Solution: openEO Python client example

con = openeoc.connect ("http://openec.local.127.0.0.1.nip.1a"

t Chogse dataset

rocesses = con.get_processes()

pPgh = processes.get_collecticon(name="s2a_prd msillc")

pPghk = processes.filter daterange (pgh, exten——[‘::;f—Li—C;", "2017-05-31"])

pglk = processes.filter bbox (pgh, west=10.Z886%6, south=45.935871,

ast=12.189331, north=46.90524¢, c:s—":?ﬁ_,Jq’*"}

Pglh = processes.ndvi(pgh, nir="EBOE"™, red="EB04")

Pgh = processes.min_time (pgh)

# Create and start job A out of the process graph 4 (pgi)

jobRA = con.create_job(pglA.graph)

jobh . AF F , a PITD A of Jjob A

3 sses.get_data_by_pididata_pid=pida)
pgC = processes.ndvi (pgC, nir="B08", red="B04")
pgC = processes.min_time (pgC)
) . . # Create and start Job C

File _1at%[":"JE_E__HJ"]["F:a:e"j 4] jobC = con.create_job (pgC.graph)
jobC.start_job()
# re—-execute guery and get the resulting file list from the backend
pidC = jobC.get_data_pidl()
file_listC = con.get_filelist (pidC)
# Compare resulting files with the execution of joba
(file_listh == file listC) # ERetu
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Solution: Data PID - Landing Page

Earth Observation Data Centre
for Water Resources Monitoring

An open and international cooperation

o
e,
3

>

Cite this dataset:

Using this data set or resource, you should cite it with the following citation text:

Copernicus Sentinel data (2017). Retrieved from EQDC, Austria [2019-04-17], processed by ESA. PID: @
http://openeo.local.127.0.0.1.nip.io/data/qu-d1701f4e-e7c5-4a83-92e0-9facbd401a06

l Show Result H JSON \

Source data description

Sentinel-2 is a multispectral, high-resolution, optical imaging mission, developed by the European Space Agency (ESA) in the frame of the
Copernicus program of the European Commission.

Dataset Metadata

Organization EODC

Data source (Author) ESA - Copernicus Program
Data source Identifier s2a_prd_msilic

Date of creation 2019-04-17 15:46:11.728540
Spatial Extent BoundingBox

CRS: EPSG:4326
WEST: 10.288696, EAST: 45.935871
SOUTH: 45.935871, NORTH: 46.905246

Temporal Extent from 2017-05-01 to 2017-05-31
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Solution: Overview

A “open
oython | :EO

Client openAPI standard
M Implemented
— APl extensions
— RDA recomm.
— Environment capt.
— Context Model

Implemented Created
— API — API

: : Added Meta database
extensions extensions
— Query table /'
— Querylob table -

— Context Model
column
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Data identification and process monitoring for
reproducible earth observation research

Bernhard GoBwein Tomasz Miksa Andreas Rauber
TU Wien TU Wien & SBA Research TU Wien
Vienna, Austria Vienna, Austria Vienna, Austria

Abstract—Earth observation researchers use specialised com-
puting services for satellite image processing offered by various
data backends. The source of data Is often the same, for example
Sentinel-2 satellites operated by the European Space Agency. but
the way how data Is pre-processed, corrected. updated. and later
analysed may differ among the backends. Backends often lack
mechantsms for data versioning, for example, data corrections are
not tracked. Furthermore, an evolving software stack used for
data processing remains a black box to researchers.

calibrated or broken and raw data had to be pre-processed
again. Updated data is released to backend operators. Usually
there is no 13 for data. do not
know which version of data was used in their study. i.e. before
or after the correction was made available at the backend. This
leads to a problem that scientists are not capable of precisely
identifying the input data of their experiments, which hinders

have no means to identify why executions of the same code deliver
different results. This hinders repeatability and reproduclbility
of earth observation experiments. In this paper, we present how
Infrastructure of existing earth observation data backends can
be moditied to support reproductbility. The proposed extensions
are based on recommendations of the Research Data Alllance
regarding data identification and the VFramework for process
capturing. We Implemented our approach at the Earth Ob-
servation Data Centre, which is a partner within the openEQ
project. We evaluated the solution on typical usage scenarios, We
also provide performance and storage measures (o evaluate the
impact of the modifications on performance. The results indicate
reproducibility can be supported with minimal performance and
storage overhead.
1. INTRODUCTION

Earth Observation (EO) data consists mostly of satellite
images. Similar as in the other eScience disciplines, data is
too big to be downloaded for local analysis. The solution is to
store it in high-performance computational backends, process
it there, and browse the results or download resulting figures
or numbers [13].

Such an approach addresses the performance issues. but
does not allow researchers to take a full control of the
environment in which their experiments are executed. The
backends act as black boxes to the researchers with no pos-
ibility of getting information on environment configuration,
g software libraries used in processing and their versions.
Studies in different domains show that environment can have
impact on rep: of scientific and must
be documented in order to ensure reproducibility [4] [1] [8].
Still the vast majority of backend providers do not share the
environment information.

Another problem deals with a precise identification of data
used for processing. EO backends in Europe usually obtain
data from the same source, for example from the Sentinel-
2 satellites operated by the Furopean Space Agency (ESA).
The ESA releases updates and corrections to data in cases
when one of the instruments used for observation was wrongly

ty and in tun trust in the results.

Research Data Alliance (RDA) has identified 14 general
rules [2] for identification of data used in computation that
allows to cite and retrieve that data as it existed at a certain
point in time. The VFramework [8] and context model [10]
were proposed to automatically document environments in
which computational workflows execute and to enable their
comparison. The openEO project [7] works on creating a com-
mon EQ interface to enable interoperability of EO backends
by allowing researchers to run their experiments on different
backends without reimplementing their code.

In this paper, we build on top of these developments
and present a solution improving reproducibility of earth
observation experiments executed at the openEO compliant
backends. We follow the RDA recommendations for data
identification and present how data provided by backends is
made identifiable by assigning identifiers to queries made
by researchers. We discuss which specific information must
be captured, which interfaces must be modified. and which
software components must be implemented. We also show
how jobs executed at backends can be captured and compared
using the VFramework to identify whether any differences in
software dependencies among two executions exist. We imple-
mented our solution for the backend of the Earth Observation
Data Centre for Water Resources Monitoring (EODC). In
evaluation we simulated typical use cases representing updates
of data and changes in the backend environment. We also
measured the performance and storage impact on the backend,
which tumed out to be minimal.

The remainder of this paper is structured as follows. Sec-
tion IT presents related work that is a basis of our solution
and provides earth observation context. Section III presents
architecutre of the proposed solution. Section TV presents im-
plementation of the prototype at the EODC backend. Section
V presents methods offered to researchers enhancing repro-
ducibility. Section VII describes the experimental evaluation
and discussion. Conclusion appears in Section VIIL.

eScience 2019

INTERNATIONAL CONFERENCE

Bernhard GéfSwein, Tomasz Miksa, Andreas Rauber, Wolfgang Wagner. Data
Identification and Process Monitoring for Reproducible Earth Observation
Research. |EEE eScience 2019, San Diego, USA.




GEIH

EARCH DATA ALLIANCE

Climate Change Center Austria

Chris Schubert

research data sharing without barriers
rd-alliance.org



o CA

DYNAMIC DATA CITATION
FOR FREQUENTLY MODIFIED
HIGH RESOLUTION CLIMATE
DATA

Chris Schubert

Head of CCCA — Data Centre
data.ccca.ac.at

1190 Vienna, Austria

chris.schubert[at]ccca.ac.at



Home . Organizations » Wegener Center » OKS15 Bias Corrected ... » Daily Ma:

CONNECT

EX madel MPI-M-MPI-ESM

We promote interoperability and collaboration between different
science and research communities.

:.1 ki E’? - 0%
- = infrastruktur

E/&ZAMG Em"




L

SERVICES

Publish and cite resources & data

Centralized access to relevant meta-information
storage, Server, VM & HPC facilities

On the fly preview of NetCDF files

Create subsets of large NetCDF files



L

RESPONSIBLE FOR ABETTER

Data Access & Reuse

Data Preservation

Data Processing and analysis
Domain tailored Data Management

Data Life Cycle, Data Provenance



data
portal

DCAT application profile for data portals in Europe pdoa&% .

i SR data

- portal
Dataset Metadata ‘ Export Metadata -

Spatial Time S fi Quality

Owner and Contact Information regarding this dataset \ /
Organization B 1 data
Metadata Point of Contact (Maintainer): no Truhetz M o
heima truhet explore & f|nd . broker
Dataset Creator (Author): Armin h >~
armin.leuprecht@uni-graz.at
Citation Info Leug et a \

Dataset Metadata

Contact i Spatial  Time

Keywards data
g portal
Controlled Keywords ) s q

Used Thesauri

Dataset Metadata Export Metadata -

@ Dataset extent

AT - AP




ﬁ
LD GROUP ON
EARTH OBSERVATIONS

0KS15 (imate Change Signal of Predpiation Indices:
- repd 5 - near future - djf
[Organi r Center)
Visible 1-10 of 792
L N R

data
portal

explore & find

data
portal

bcrjc;;1 ﬁ% r

data
portal

data
portal




P> <

Double Click on map to add further time lines; right click on marked position to remove time line “v v’
B e 5 LD TS 1
+ v M T S '] "
| ~ [BADEN:® J M .
* RTTEMBERG ' ! '

visual context
easier exposed and

recognized information

— air_temperature at Kiagenfurt air_temy
— air_temperature st Vienna sir_temperature at ln

VISUALISATION

SHOW your data




PO 2NN
\\\V'V/rr

net wark Lommon Data Form

.. more than a data format

Variable

STANDARDISED DATA FORMAT

SHOW your data



uuuuuuu

STANDARDISED DATA FORMAT

X
)

different extent

SHOW your data



The issue on

the level of

detail

"TT0C-L¥ST-G-P2Y/¥6TS 0T "¢8ST
-/¥ST °S "suoissnasiqg aJaydsoAu)
9y ‘uoneuoz 1sosjewsad

|eqo|3 4O 91eWI11S9 UOoIIN|osal
-y31y e jo sisAjeue pue uolleAlaQg
(TT0Z) "ueydais 4agnio




Urban Resilience to Extreme Weather
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Urban Resilience to Extreme Weather

model input data:
e Land Use
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surface structure

. Stations, Sensor
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Adoption Stories ;

= Let us know if you are (planning to) implement (part of) the
recommendations

= Submit your adoption story to the RDA Webpage:

https.//www.rd-alliance.org/recommendations-
outputs/adoption-stories
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16:30 Introduction, Welcome
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Next steps

= Finalizing paper

= \Webinar

= Implementation of the RDA Data Citation Recommendations
by the Earth Observation Data Center (EODC) for the openEO

platform
Wed, Nov 20 2019, 17:00 CET

= https://www.rd-alliance.org/group/data-citation-
wg/webconference/webconference-data-citation-wg.html

= Which other forms of experience sharing would be helpful?

research data sharing without barriers @ )
rd-alliance.org RESEARCH DATA ALLIANCE
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Thanks

Thanks!

And hope to see you at the
next meeting

of the
WGDC

research data sharing without barriers
rd-alliance.org



