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5Identification of Dynamic Data

 Usually, datasets have to be static
 Fixed set of data, no changes:

no corrections to errors, no new data being added
 But: (research) data is dynamic
 Adding new data, correcting errors, enhancing data quality, …
 Changes sometimes highly dynamic, at irregular intervals

 Current approaches
 Identifying entire data stream, without any versioning
 Using “accessed at” date
 “Artificial” versioning by identifying batches of data (e.g. 

annual), aggregating changes into releases (time-delayed!)
 Would like to identify precisely the data 

as it existed at a specific point in time



6Granularity of Subsets

 What about the granularity of data to be identified?
 Enormous amounts of CSV data 
 Researchers use specific subsets of data
 Need to identify precisely the subset used

 Current approaches
 Storing a copy of subset as used in study -> scalability
 Citing entire dataset, providing textual description of subset

-> imprecise (ambiguity)
 Storing list of record identifiers in subset -> scalability, 

not for arbitrary subsets (e.g. when not entire record selected)
 Would like to be able to identify precisely the 

subset of (dynamic) data used in a process
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 Research Data Alliance
 WG on Data Citation:

Making Dynamic Data Citeable
 March 2014 – September 2015
 Concentrating on the problems of 

large, dynamic (changing) datasets
 Final version presented Sep 2015

at P7 in Paris, France
 Endorsed September 2016

at P8 in Denver, CO
 Since: support for take-up/adoption, lessons-learned

https://www.rd-alliance.org/groups/data-citation-wg.html

RDA WG Data Citation
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We have: Data + Means-of-access (“query”)

Dynamic Data Citation: 
Cite (dynamic) data dynamically via query! 



Steps:
1. Data  versioned (history, with time-stamps)

Researcher creates working-set via some interface:
2. Access  store & assign PID to “QUERY”, enhanced with

 Time-stamping for re-execution against versioned DB
 Re-writing for normalization, unique-sort, mapping to history
 Hashing result-set: verifying identity/correctness
leading to landing page



13Data Citation – Deployment

 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

 Data (package, access API, …)
 PID (e.g. DOI)  (Query is time-stamped and stored)
 Hash value computed over the data for local storage
 Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
 Provides detailed metadata, link to parent data set, subset,…
 Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
 Query is re-executed against time-stamped and versioned DB
 Results as above are returned

 Query store aggregates data usage
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 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

 Data (package, access API, …)
 PID (e.g. DOI)  (Query is time-stamped and stored)
 Hash value computed over the data for local storage
 Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
 Provides detailed metadata, link to parent data set, subset,…
 Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
 Query is re-executed against time-stamped and versioned DB
 Results as above are returned

 Query store aggregates data usage

Note: query string provides excellent
provenance information on the data set!

This is an important advantage over
traditional approaches relying on, e.g. 
storing a list of identifiers/DB dump!!!

Identify which parts of the data are used.
If data changes, identify which queries
(studies) are affected



17Data Citation – Output

 14 Recommendations
grouped into 4 phases:

 2-page flyer
https://rd-alliance.org/recommendations-working-
group-data-citation-revision-oct-20-2015.html

 More detailed report: Bulletin of IEEE 
TCDL 2016
http://www.ieee-tcdl.org/Bulletin/v12n1/papers/IEEE-
TCDL-DC-2016_paper_1.pdf

 Adopter’s presentations, webinars 
and reports
https://www.rd-alliance.org/group/data-citation-
wg/webconference/webconference-data-citation-
wg.html



18Adopters

 Series of Webinars presenting implementations
 Recordings, slides, supporting papers
 https://www.rd-alliance.org/group/data-citation-wg/ 

webconference/webconference-data-citation-wg.html

 Automatically generating citation text from queries (Recommendation 
10) for RDBMS and XML data sources

 Implementing of the RDA Data Citation Recommendations by the Climate 
Change Centre Austria (CCCA) for a repository of 
NetCDF files

 Implementing the RDA Data Citation Recommendations for 
Long-Tail Research Data / CSV files

 Implementing the RDA Data Citation Recommendations in the Distributed 
Infrastructure of the Virtual and Atomic Molecular Data Center (VAMDC) 

 Implementation of Dynamic Data Citation at the 
Vermont Monitoring Cooperative

 Adoption of the RDA Data Citation of Evolving Data Recommendation to 
Electronic Health Records



19Data Citation – Recommendations

Preparing Data & Query Store
- R1 – Data Versioning
- R2 – Timestamping
- R3 – Query Store

When Data should be persisted
- R4 – Query Uniqueness
- R5 – Stable Sorting
- R6 – Result Set Verification
- R7 – Query Timestamping
- R8 – Query PID
- R9 – Store Query
- R10 – Citation Text

When Resolving a PID
- R11 – Landing Page
- R12 – Machine Actionability 

Upon Modifications to the 
Data Infrastructure

- R13 – Technology Migration
- R14 – Migration Verification



20RDA Recommendations - Summary

 Benefits
 Allows identifying, retrieving and citing the precise data 

subset with minimal storage overhead by only storing the 
versioned data and the queries used for extracting it

 Allows retrieving the data both as it existed at a given point in 
time as well as the current view on it, by re-executing the same 
query with the stored or current timestamp

 It allows to cite even an empty set!
 The query stored for identifying data subsets provides valuable 

provenance data
 Query store collects information on data usage, offering a 

basis for data management decisions
 Metadata such as checksums support the verification of the 

correctness and authenticity of data sets retrieved
 The same principles work for all types of data
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22Standardization

 RDA applied for WGDC recommendations to become 
ICT Technical Specification:
TS5 RDA Data Citation of Evolving Data

 European Multi Stakeholder Platform (MSP) has positively 
assessed the compliance of these RDA technical 
specifications in Dec. 2017

 It recommended that these would be officially 
acknowledged as ICT Technical Specifications and listed 
for referencing in public procurement

 Official approval pending, keep a watch on:
https://ec.europa.eu/growth/industry/policy/ict-
standardisation/ict-technical-specifications_en



23New contacts

 OpenEO is implementing the recommendations for earth 
observation data -> update during this meeting

 H2020 project discussing adoption of the recommendations 
for medical data sharing -> planning implementation

 Meeting with Ocean Networks Canada 
to discuss options for implementing 
the recommendations in Jan 2018
-> update during this meeting

 Europeana considering a pilot to implement this functionality



24Q&A: R7: Query Timestamping – Distributed Settings

Distributed Setting
 No need for synchronized timestamps across nodes
 Each node keeps local time
 Solution with one central query store (master node):

 Master node distributes queries
 Distributed nodes return query result with local execution timestamp
 Master stores timestamps per node where response received

 Solution with individual query stores
 Distributed nodes store own query and timestamps, return their PIDs
 Central/original query processing node stores query ids of distributed 

nodes
 Central node only aggregator



25Q&A: R7: Query Timestamping – Semantic Versioning

Why timestamps, why not semantic versioning
 Some prefer to use semantic c versioning (minor/major updates 

that do not / do change behaviour/interface)
 Advantage: version number indicates relationship btw. versions
 Disadvantage:

 Something that was expected to be a not-changing update may turn out 
to induce changes / side-effects later-on

 With data, “minor” updates are hard to think of: changing a typo may 
result in a record being found / not found by a query, encoding changes 
may break subsequent processing pipelines

 Different semantics / types of use across different communities

 Recommendation
 No semantic in identifier (mantra!)
 Keep identification (version timestamp) and semantics separate
 Semantic version number in addition to timestamp



26Q&A R10: Automated Citation Texts

 Generate citation texts in the format prevalent in the 
designated community for lowering the barrier for citing 
and sharing the data. 
Include the PID in the citation text snippet.

 2 PIDs!
 Superset: the “database” and it’s holder (repository, data center)

 Changing / evolving
 Subset: based on the query

 Static / fixed (but: may be retrievable at state of later point in time)
 Accumulate credits for / trace usage of subset and (dynamic) data 

collection/holder
 Similar to article in journal/proceeding series



27Agenda

 14:00 Introduction, Welcome
 14:10 Short description of the WG recommendations
 14:30 Report on new issues discussed / lessons learned
 14:45 Reports on use cases

 Ocean Networks Canada; Reyna Jenkyns
 Deep Carbon Observatory: Mark Parson
 OpenEO: Tomasz Miksa
 River Flow Archive: Matthew Fry
 VAMDC: (Carlo Maria Zwölf)
 Climate Change Centre Austria: (Chris Schubert)

 15:20 Other issues, next steps



Ocean Network Canada

Reyna Jenkins



MINTED Data Citations Project Kickoff and Overview

Reyna Jenkyns (reyna@uvic.ca)
RDA Data Citations Session, International Data Week
Gaborone, Botswana,  2018-11-05





CANARIE RDM Funding
• Launch of new Research Data Management funding initiative
• Community consultation occurred in February 2018
• Aims to support FAIR Data Principles and contribute towards an 

emerging National Data Services Framework
• Defined priority areas: 

• Enriching (Meta)data and Discovery 
• Federated Repositories / Interoperability 
• Domain‐Specific Repositories 
• Data Deposit and Curation 
• Preservation 
• Persistent IDs / Citability
• Data Access and Analytics 
• Data Privacy and Security 

• Up to $2.7 million (CAD) for selected projects
• proposals submitted in June, awarded in August and started in 

October 2018, complete in March 2020



• Implement dynamic data citations, applying 14 recommendations from this RDA WG 
output to the greatest extent possible (site visit from Andreas Rauber in 2018‐01 
information exchange as precursor to project)

• Improve provenance, versioning, and ISO 19115 metadata records as they relate to 
data citation framework

• Utilize DataCite Canada membership for access to services for registering datasets
• Introduce ORCIDs for dataset contributors and user accounts, leveraging ORCID‐CA 

frameworks and advice 
• Deliver citation text provision service and a citation resolver services to National Data 

Services Framework 
• As a member of the World Data System (WDS), adhere to the new CoreTrustSeal data 

repository certification requirement for Data Discovery and Identification (R13), such 
that users can discover and refer to data in a persistent way through proper citation

• Participate in FREYA ambassadorship program
• Consult with RDA Data Versioning, Provenance Patterns and new Data Granularity 

Working Groups for relevant expertise

MINTED: Making Identifiers Necessary to Track Evolving 
Data



• ONC data are very dynamic due to continually accumulating data 
streams, data reprocessing and data product code versioning

• Highly heterogeneous data – fixed and mobile platforms, instrument 
types, data formats and processing levels, real‐time vs autonomous 

• many building blocks already exist (but more to go):
• local identifiers and metadata for individual data queries, 
• software versioning, 
• metadata history tables, 
• reprocessing records, 
• archived file metadata (timestamping, history of changes –due to 

manual fixes or re‐generation of derived data products, etc)
• parser modification history
• data agreement attributions (using ISO 19115:2014 terms) and 

restriction framework for third party data partners

MINTED: Making Identifiers Necessary to Track Evolving 
Data



MINTED: Making Identifiers Necessary to Track Evolving 
Data

• Challenges in dataset granularity decisions for attributing DOIs ‐ leaning 
towards 

• a per instrument deployment on a fixed or mobile platform 
• using PROV to isolate processing level (e.g., different data products from raw to 

derived) that warrant distinct identifier
• aggregating deployments over time of same device category on same platform 

and/or all devices on a platform over same time frame (supporting metadata 
already exists in Oceans 2.0) …or even user‐selected dataset “collection” to 
streamline citation

• But how to handle device systems? 
• Where data from multiple instruments is combined in its rawest form 

(e.g., Axys Watchman 500 buoy data)
• Multiple instruments operate together as a system, but have separate 

data products (e.g., camera, lights, pan/tilt)
• Data is fused in derived data products 



MINTED: Making Identifiers Necessary to Track Evolving 
Data

• Many elements of data framework contribute to versioning …requires
• an aggregated versioning solution (e.g., data product code, 

derivation formula changes, metadata updates, data corrections, 
data quality flag evolutions), 

• excluding changes that do not (noteably) impact actual dataset 
content (e.g., technology migrations, minor metadata changes like 
spelling errors, etc). 

• Appropriate citation text and resolver landing page features
• Linkages to same or related data in some cases at other institutions (R2R, 

IRIS, OTN)?



MINTED: Making Identifiers Necessary to Track Evolving 
Data





Deep Carbon Observatory Adoption of 
RDA Recommendations

Ahmed Eleish, Brenda Thomson, Mark 
Parsons, Peter Fox



Unless otherwise noted, the slides in this presentation are licensed by Mark A. Parsons under a Creative Commons Attribution 4.0 International
Li

DeepCarbon Observatory adoption of Dynamic
Data Citation

Ahmed Eleish, Winona Schroeer-Smith, Brenda Thomson, Shweta Narkar, Mark
Parsons, Kathy Fontaine, John Erickson, Peter Fox

International Data Week
Gaborone, Botswana
5 November 2018



Roles

• Ahmed - Graduate Student, solution design and architecture

• Brenda - Graduate Student, Analyst

• Shweta - Graduate Student, Backend hardware and software

• Winona - Undergraduate Student, Full-stack software developer

• Mark - Research scientist, project lead, decoder of RDA terminology, scope of
recommendations, process and greater landscape of adoption

• Kathy - co-PI, strategic, governance, technical, and schedule guidance

• John - co-PI, knowledge graph consultant

• Peter - PI, DCO portal architect, hires smart and talented people



DCO



Environment

• Resource access portal for more than 1,000 diverse researchers from >40 
countries studying carbon reservoirs and fluxes, extreme physics, energy, and
life below the surface.



Implementation of
Recommendations 1/5

• R1 - Data Versioning

• use prov:wasDerivedFrom to
link derived datasets in a
version-system-agnostic way. 
Saved as RDF into our
knowledge database.



Implementation of Recommendations
2/5

• R2 - Time Stamp: already in place

• R3 - Query Store

• Added mechanism for research to store query which is a URI

• Instances of dco:DCOID in VIVO updated with a prov:generatedAtTime relationship
from their handle records.

• When a user selects to store a query, the particulars of the current query, i.e. search 
keywords, values of filter facets, ordering, etc. are stored along with a standard
representation of the current date/time for future recall.

• When a stored query is re-run, the query is executed along with the recorded original
date/time such that only records those DCO IDs minted prior to the query date are
returned.

• R4 - Query uniqueness: It’s a URI

• R5 - Query sorting: already in place

• R6 - Result Set Verification: already in place



• R7 - Query Timestamping

• Implemented under R2, as we are at the collection level not the subset level.

• R8 - Query PID: in progress

• R9 - Store Query: addressed by R3

• R10 - Automated Citation Texts: in progress

Implementation of Recommendations
3/5



• R11 - Landing Pag

Implementation of Recommendations
4/5



• R12 - Machine Actionability — in place but we plan to extend for truly dynamic
citation

• R13 - Technology Migration adopted migration policy

• R14 - Migration Verification —need to test policy and address issues exposed in
R12.

Implementation of Recommendations
5/5



Next steps

• Implement final pieces

• Outreach to sister repositories

• Implementation of same infrastructure for a complex minerals network data set.



OpenEO

Tomasz Miksa, Bernhard Gößwein



openEO | Grant agreement No 776242

Tomasz Miksa, Bernhard Gößwein & Andreas Rauber, 
TU Wien

Data Citation @ OpenEO

Insert title hereGrant agreement No 776242 | 11/5/2018



OpenEO

• Earth Observation
• Data

• Too big for local processing
• Code visits data

• Back‐end operators
• Goal

• Develop common API



OpenEO Overview
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Client 2Client 1 Client 3

Server 4Server 3Server 2Server 1



Data Citation – why?

53

Process
Graph

#1

Back End #1 Result #1

Process
Graph

#1

Back End #1 Result #2

Different, but why ?
User #1 with 
Client #1

User #1 with 
Client #1



Current state at back-ends

● European Space Agency (ESA)
– Provides data to back-ends
– Pre-processes data (instrument calibration)
– Updates data 

● Current situation at back-ends
– File based data management

● Every source data has a unique path. Updates on the data result in a new filename. There is no 
guaranteed persistence of deprecated data objects.

– Querying the data happens through a Web API using the OGC standard CSW (see 
https://csw.eodc.eu)

– Queries are not persisted



Ongoing developments for data citation

55

● OpenEO API 
– Methods in API to provide information on data used in computation

● Back-end implementations
– Query store

● Modify existing CSW API used by back-ends

● Store queries and timestamps

● Old file versions
– May be deleted – index data still retained, query can be processed

– API will indicate missing files, still exist at ESA – can be imported

● Data citation combined with execution context capturing improves reproducibility

http://openeo.org/



Dynamic data citation: Implementation 
in the UK National River Flow Archive

Matthew Fry
mfry@ceh.ac.uk



UK National River Flow Archive

~1500 river flow and rainfall 
time series + spatial data + 
metadata

All openly downloadable 
over the web (csv files, but 
also API)



 RDBMS of time series + metadata (~20M daily flow 
records), only 5-10GB

 Updated on an annual basis, with occasional additional 
interim updates

 Currently most edits are audited, but reconstruction is 
complex

 Many users downloading small subsets via an API / 
website – too many queries to log / checksum them all 
individually

 We would like to allow citation of a subset, but 
principally citation of a version

 We would also like users to be able to query older 
versions via API

The dataset



 Entire database archived on a semi-regular basis 
(~twice yearly)

 Copy / backup of tables is automated, basically adding 
suffixes to table names and moving to archive schema

 Version numbering is explicit part of this process

 Workflow defined for creating new versions at 
appropriate intervals, expect ~2 per year (based on our 
data update schedule)

Solution defined



 System currently being used but versions not exposed

 We have yet to implement versioning throughout data 
access code, including API (but plan to)

 It has helped us to simplify our database structure

 But it has meant we have to be more careful to ensure 
updates are complete before release

 What will be the mechanism for citing these versions?

Current state of implementation



Recommendations were hugely useful in doing this work!

But some not necessary, largely due to our way of working 
(occasional updates + mainly API access)
 R1 – Data versioning: Yes
 R2 – Timestamping: Already done, but not directly tied 

in to this work
 R3 – Query store facilities: No
 R4 – Query uniqueness: Not relevant (R2/3)
 R5 – Stable sorting: Not relevant (R2/3)
 R6 – Result set verification (checksums) – possibly.

Use of recommendations



 R7 – Query timestamping: No (apart from API logs)
 R8 – Query PID: No (but we should have a version PID)
 R9 – Query store: No
 R10 – Automated citation texts: we should do!
 R11 – Landing page: we should do!
 R12 – Machine Actionability: Sure
 R13 – Technology Migration: Essential (probably more 

so)
 R14 – Migration verification: Yes, but we need to think 

about this!

Use of recommendations



 The need to provide users with API access highlighted 
some issues with direct uptake of all recommendations 
(we can log but not checksum and archive all API calls)

 Small size of database meant version / archive of entire 
database was preferable option

 Because of this not all recommendations relevant
 However, could consider version of the entire database 

as a pre-defined “query”; we are just allowing individual 
sub-queries

 Recommendations were very useful

Summary



VAMDC Query Store implementation
C.M. Zwölf, N. Moreau, 
VAMDC Consortium

carlo‐maria.zwolf@obspm.fr



65VAMDC and data citation

The Virtual Atomic and Molecular Data Centre
• Is a digital infrastructure federating ~30 heterogeneous 

autonomous databases in an interoperable way
• Is a distributed set with no central management system
• Was a pilot for the Data Citation WG since 2014 (Plenary 3): does 

the recommendation contain blocking point for VAMDC distributed 
architecture  NO blocking points!

The recommendation was implemented from 2016 to 2017:
• Technical details for data versioning: “New model for datasets citation and 

extraction reproducibility in VAMDC”, C.M. Zwölf, N. Moreau, M.-L. Dubernet, 
http://dx.doi.org/10.1016/j.jms.2016.04.009

• The Query Store was implemented in collaboration with the RDA-EU3 
project, during 2017.



66The VAMDC Query Store

• We successfully implemented a query store for the distributed 
asynchronous VAMDC architecture: source code at 
https://github.com/VAMDC/QueryStore

• The data-citation capabilities are deployed over 1/3 of the VAMDC 
databases, the other are joining  https://cite.vamdc.eu
(~200 queries stored)

• Experience shows it is quite difficult to inculcate the “Query Store reflex” in 
our final users’ minds. This does not fit directly with their usual workflow. 
• We are working for a better adoption from our user community.



67The VAMDC Query Store

• https://cite.vamdc.eu (~200 queries stored)



68Further developments (1/2)

• We interlinked our Query Store with the Zenodo open science repository:
• The 

• Query + 
• produced data + 
• metadata + 
• References (i.e. the set of paper used for compiling the data)
are stored into Zenodo and assigned a DOI.  

• Zenodo is indexed in OpenAIRE which implements Scholix
• With the QS-Zenodo interlinking, we indirectly benefit from Scholix

capabilities
• Each time a VAMDC Query is cited by its DOI, all the authors referenced in 

the dataset receive credits automatically. 



69Further developments (2/2)

• We started a collaboration with fireblock.io for certifying each entry of the 
Query Store using a block-chain (Ethereum). 

• This addresses the issues linked with data integrity and/or certified 
provenance (which are crucial issues in a data driven science and/or FAIR 
contexts).

• Blockchain ensures a greater sustainability of certification than what a single 
e-infrastructure or repository may provide (VAMDC nodes may disappear, the 
infrastructure may migrate or, in the worst case, disappear in few decades).

• A first demonstrator of integration between the Query Store and Ethereum 
should be available by December 2018.

 Implementing the Data Citation recommendation opened the door to 
further interesting innovations.
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use PID persistent identifier, adequate for doi

DYNAMIC DATA CITATION

CITEYOURDATA

reuse of data

reproducibility
proper attribution and credithdl.handle.net/20.500.11756/9df12611



APPROACH & IMPLEMENTATION



CREATE
SUBSETTING + DYNAMIC DATA CITATIONPARAMETER

AREA OF INTEREST

TIME RANGE

@KEEP VERSIONING

@KEEP TIMESTAMPS

@KEEP & ADAPTMETADATA

(research) data is dynamic

identify precisely the data at a specific point in time

identify precisely the subset of (dynamic) in a
process

C
ho

os
e

a:

ba
se

d
on

Ra
ub

er
 e

t
al



SUBSETTING + DYNAMIC DATA CITATION

CREATE

(research) data is dynamic

Re-published

avoid redundant storage consumption

keep all relations between updates, original sources
& subsets



SUBSETTING + DYNAMIC DATA CITATION

PUBLICATION

(research) data is dynamic

identify precisely the data at a specific point in time

identify precisely the subsetof (dynamic) in a
process

Handling Continuous Streams for Meteorological Mapping
Chris Schubert1, Harald Bamberger2

1 CCCA Data Centre, Vienna, Austria, hosted by ZAMG,
2 ZAMG, Dep. Software Application development and Data

© 2018, June
Service Oriented Mapping
Changing Paradigm in Map Production and
Geoinformation Management

Management

Short description on how to deal with
large data files by subsetting & Dynamic
Citation Tool



API - SUBSETTING + DYNAMIC DATA CITATION

WORKDATA

communication between
various software

components

Jupyter Notebook for
individual 

processing,
visualization,

analytics data
collection etc.OpenDAP Interface



IMPROVED DOCUMENTATION
SUBSETTING + DYNAMIC DATA CITATION

DOCUMENTATION

Stepwise introduction , ….

▸



IMPROVED DOCUMENTATION
SUBSETTING + DYNAMIC DATA CITATION

DOCUMENTATION

Stepwise introduction , ….
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Global data sets available
Subset arguments:

Multi Parameter
Altitude Range

Time Range
Geografical Extend

Radio Occultation Data :: Specific Humidity

SUBSETTING + DYNAMIC DATA CITATION

SPATIALEXTENSION

▸



SUBSETTING + DYNAMIC DATA CITATION

SPATIALEXTENSION&USAGE

Citation & Subsetting Sevice
planned for West Balkan &
Carpathian Region in 2019

CCCA Subset Service in use ?
not really …
▸ IsAustrian Research community

to small ?
▸ Barriers (conscious , scruples, etc.)

to re-publish not own results ?
▸ Trust ?
Operational Service Chain is waiting
e.g. in Austria, Climate Services
gives analyses on impacts,
economically, health or decision
making, etc. on Regional Level
(status: ongoing)



THANKYOU
Contact:

Chris Schubert

chris.schubert@ccca.ac.at

https://github.com/ccca-dc/ckanext-ccca



Others? 
Plans, On-going, Feedback

Anybody 



Agenda

 14:00 Introduction, Welcome
 14:10 Short description of the WG recommendations
 14:30 Report on new issues discussed / lessons learned
 14:45 Reports on use cases
 15:20 Other issues, next steps



85Next Steps

 Support in adoption: what kind of support is needed?
(in the end it all boils down to  money, but apart from this…)
 Webinars: generic
 Focused workshops for individual pilots
 Joint projects: proposals, …
 Further sessions at plenaries?

 Dissemination of information from on-going pilots
 Structuring: contact, descriptions, results, lessons learned
 Outcomes: reports, slides, publications, code, discussions  
 Summary paper on pilots

 New Webinars?
 Anything else? AOB? Wishes?



86Thanks

Thanks!
And hope to see you at the 

next meeting
of the

WGDC


